
International Journal of Scientific & Engineering Research Volume 11, Issue 2, February-2020                                                                                  469 
ISSN 2229-5518  

IJSER © 2020 

http://www.ijser.org 

A Comparative Study of Feature Selection 
Approaches: 2016-2020 

 

 

Syed Asim Ali Shah 
University Institute of 

Information Technology, PMAS 
Arid Agriculture University 

Rawalpindi, Pakistan, 46000 
Syedasimshah14@gmail.com 

Hafiz Muhammad Shabbir 
University Institute of 

Information Technology, PMAS 
Arid Agriculture University 

Rawalpindi, Pakistan, 46000 
Shabirahmedz888@gmail.com

Saif Ur Rehman 
University Institute of 

Information Technology, PMAS 
Arid Agriculture University 

Rawalpindi, Pakistan, 46000 
Saifi.ur.rehman@gmail.com 

 
Muhammad Waqas 
University Institute of 

Information Technology, PMAS 
Arid Agriculture University 

Rawalpindi, Pakistan 
Wmuhammad333@gmail.com

  
ABSTRACT 

Feature Selection (FS) is a dimensionality reduction method that is 

commonly adopted in the fields of machine learning, pattern 

recognition, statistics, and data mining. It is a preprocessing course 

of action universally used for huge volume of data and FS technique 

aims to select a subset of relevant features from the original set of 

features according to some criteria. Other than selecting the subset, 

it also congregates some other purposes, such as dimensionality 

reduction, compact the amount of data which are required for 

learning process, progress in predictive accuracy and increasing the 

constructed models. In literature, comprehensive work exists on the 

feature selection techniques. The preliminary task of any feature 

selection method is to reduce the dimensionality of the data and 

increase the performance of an algorithm. It is a research area of 

great practical significance and has been developed and evolved to 

answer the challenges due to data of increasingly high 

dimensionality. In this paper, the basic theme is to provide an 

overview of the different latest feature selection methods suggested 

during the years 2016-2020. Furthermore, each of the selected 

feature selection technique is presented focusing on the 

methodology adopted, the strengthens and weaknesses.  Finally, we 

have identified the challenges which need to be coped in the newly 

proposed feature selection approaches.  

Keywords Data Mining; Machine learning; Feature Selection, 

filter methods, wrapper methods, hybrid methods. 

 

1. INTRODUCTION 
 We are now in the era of big data, where huge amounts of high-

dimensional data become ubiquitous in a wide range of fields, such 

as social media, health care, bioinformatics and online education. 

The rapid growth of data presents challenges for effective and 

efficient data management. It is desirable to apply data mining and 

machine learning techniques to automatically discover knowledge 

from data of various sorts [1]. Data mining refers to extracting 

knowledge from a large amount of data, in the other way we can 

say data mining is the process to discover various types of pattern 

that are inherited in the data and which are accurate, new and 

useful.  

A feature is an individual measurable property of the process being 

observed. Feature Selection (FS) is the process of selecting out the 

most significant features from a given dataset. In many of the cases, 

FS can enhance the performance of a machine learning model as 

well. Using a set of features, many machines learning algorithm can 

perform classification. Real-world data contain a lot of irrelevant, 

redundant, and noisy features. Removing these features by FS 

reduces storage and computational cost while avoiding significant 

loss of information or degradation of learning performance. FS 

mechanism has the advantages of improving learning performance, 

increasing computational efficiency, decreasing memory storage, 

and building better generalization models. Therefore, FS is often 

preferred in many applications such as text mining and genetic 

analysis. A generic FS approach is shown in Figure 1. 

 

Figure 1. A general FS Process 

 
In Fig.3, Subset generation is essentially a process of heuristic 

search, with each state in the search space specifying a candidate 

subset for evaluation. The nature of this process is determined by 

two basic issues. First, one must decide the search starting point (or 

points) which in turn influences the search direction. Search may 
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start with an empty set and successively add features (i.e., forward), 

or start with a full set and successively remove features (i.e., 

backward), or start with both ends and add and remove features 

simultaneously (i.e., bidirectional). Search may also start with a 

randomly selected subset in order to avoid being trapped into local 

optima. Second, one must decide a search strategy. For a data set 

with N features, there exist 2N candidate subsets. This search space 

is exponentially prohibitive for exhaustive search with even a 

moderate N. Therefore, different strategies have been explored: 

complete, sequential, and random search. Each newly generated 

subset needs to be evaluated by an evaluation criterion. An 

evaluation criterion can be broadly categorized into two groups 

based on their dependency on learning algorithms that will finally 

be applied on the selected feature subset. The one is independent 

criteria, the other is dependent criteria. Some popular independent 

criteria are distance measures, information measures, dependency 

measures, and consistency measures. An independent criterion is 

used in algorithms of the filter model. A dependent criterion used 

in the wrapper model requires a predetermined learning algorithm 

in feature selection and uses the performance of the learning 

algorithm applied on the selected subset to determine which 

features are selected. 

FS offers a lot benefits as it enhances the prediction performance, 

understandability, scalability, and generalization capability of the 

underlying classifier. It also further reduces the computational 

complexity and storage, provides faster and more cost-effective 

model, and plays very significant role in knowledge discovery. 

In literature, mostly the FS methods can be broadly categorized as 

wrapper, filter, embedded, Hybrid methods, Figure 2 depicts this 

categorization. 

 

 

 

 

 

 

 

 

Figure 2. Classification of FS approaches 

Wrapper methods rely on the predictive performance of a 

predefined learning algorithm to evaluate the quality of selected 

features. Given a specific learning algorithm, a typical wrapper 

method performs two steps: (1) search for a subset of features; and 

(2) evaluate the selected features. Wrapper technique repeats (1) 

and (2) until some stopping criteria are satisfied.  The feature set 

search component first generates a subset of features, and then the 

learning algorithm acts as a black box to evaluate the quality of 

these features based on the learning performance. For example, the 

whole process works iteratively until the highest learning 

performance is achieved or the desired number of selected features 

is obtained. Then the feature subset that gives the highest learning 

performance is returned as the selected features. Unfortunately, a 

known issue of wrapper methods is that the search space for d-

features is  𝟐𝒅, which is impractical when d is very large. Examples 

of wrapper methods are [17-19]. Figure 3 shows the working 

principle of the wrapper FS techniques. 

 

 

 

 

 

 

 

 

Figure 3. Wrapper FS working principle 

The majority of researchers focus on the development of supervised 

feature selection with filter evaluation framework. Filter methods 

are independent of any learning algorithms. They rely on 

characteristics of data to assess feature importance. Filter methods 

are typically more computationally efficient than wrapper methods. 

However, due to the lack of a specific learning algorithm guiding 

the feature selection phase, the selected features may not be optimal 

for the target learning algorithms. A typical filter method consists 

of two steps. In the first step, feature importance is ranked 

according to some feature evaluation criteria. The feature 

importance evaluation process can be either univariate or 

multivariate. In the second step of a typical filter method, lowly 

ranked features are filtered out. Examples of filter methods are [20-

24]. A typical diagrammatical representation of filter FS techniques 

is shown in Figure 4. 

The last type of FS approaches is termed as Embedded methods, 

which are a trade-off between filter and wrapper methods which 

embed the feature selection into model learning. Thus, such 

approaches inherit the merits of wrapper and filter methods – (1) 

they include the interactions with the learning algorithm; and (2) 

they are far more efficient than the wrapper methods since they do 

not need to evaluate feature sets iteratively. The most widely used 

embedded methods are the regularization models that target to fit a 

learning model by minimizing the fitting errors and forcing feature 

coefficients to be small (or exact zero) simultaneously. Afterwards, 

both the regularization model and selected feature sets are returned 

as the final results.  Hybrid methods can be regarded as a 

combination of multiple feature selection algorithms (e.g., wrapper, 

filters, and embedded). The main target is to tackle the instability 

and perturbation issues of many existing feature selection 

algorithms. Examples of Hybrid methods are [25-27]. For example, 

for small-sized high-dimensional data, a small perturbation on the 

training data may result in totally different feature selection results. 

By aggregating multiple selected feature subsets from different 

methods together, the results are more robust and hence the 

credibility of the selected features is enhanced. 

 

 

 

Figure 4. Filter FS Model 

Currently, some surveys give a summarization of feature selection 

algorithms, such as those in Guyon and Elisseeff (2003), Alelyani 

et al. (2013), Chandrashekar and Sahin (2014), and Tang et al. 

(2014). Recent survey introduced representative FS algorithms to 

cover all components, such as J Li et al. (2018). These studies either 

focus on traditional feature selection algorithms or specific learning 

tasks like classification and clustering. In this paper, we focus on 

new FS techniques. FS techniques do not alter the original 

representation of the variables, but merely select a subset of them. 

Thus, they preserve the original semantics of the variables; hence, 

offering the advantage of interpretability by a domain expert. 

In this survey, we are aim to provide a comprehensive review of 

literature with regards to feature selection. Moreover, this study 
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summarizes the FS process, its importance, different types of FS 

algorithms such as Filter, Wrapper and Hybrid. 

This paper is divided into five sections. Section 2 gives a review on 

various FS approaches especially that have been proposed over the 

past five years. Section 3 describes the challenges and issues 

inherent in FS task. The overall discussion with a few 

recommendations for future directions is presented in the last 

section 4. 

2. FEATURE SELECTION TECHNIQUIES       
 

Since the mid-1990s, hundreds of feature selection algorithms have 

been proposed. In this section we will discuss each feature selection 

techniques focusing on the technical aspect of each feature 

selection method. In this section, the papers are reviewed according 

to the year of publication. The existing and proposed methods of 

feature selection are analyzed briefly. 

Khoshgoftaar et al. [1] presented a set of seven univariate feature 

selection techniques; called first order statistic (FOS) based feature 

selection. In their work, three classifiers Support Vector Machine 

(SVM), Logistic Regression (LR), and Random Forest (RF) are 

used. SVM is a popular linear discriminant classifier, LR is a simple 

and effective regression model, and RF is a powerful ensemble 

based classifier. RF was implemented by the data mining tool 

Weka. Previous research [29] shows that the optimum number of 

trees is 100, so they used these numbers. The classifiers evaluate 

the classification power of seven FOS techniques. Major 

contribution of their works which tied together those related feature 

selection techniques into a single family and examines them to one 

another. To test the learners, 5-Fold cross validation were used. One 

of the simplest criteria of Significance Analysis of Microarrays 

(SAM),as in (1) is defined as: 

SAM =  
𝜇𝑝 − 𝜇𝑁

𝜎∗+ 𝜎°
                                                    (1) 

      Where 𝜎𝑜  represents exchangeability constant and 𝜎∗ 
represents an overall standard deviation. Therefore, calculating 𝜎∗ 
in their experiments by in (2):  

 

𝝈∗  =  √
𝒏𝑻

𝒏𝑷  𝒏𝑵  (𝒏𝑻−𝟐)
(∑ |𝒙𝒋 − 𝒖𝒑|

𝟐𝒏𝒑
𝒋=𝟏 + ∑ |𝒙𝒋 − 𝝁𝒏|

𝟐𝒏𝑵
𝒋=𝟏 )   (𝟐) 

 

      As in (2) represents  ∑  𝑎𝑛𝑑
𝑛𝑝
𝑗=1

 ∑  ,𝑛𝑁
𝑗=1  the sum across the 

instances of the positive and negative class respectively. Where 𝑛𝑇 

is equal to the total number of instances in the dataset. They used 

eleven DNA microarray dataset. The result of the individual 

datasets consists of four runs of five-fold cross-validation. They 

performed different experiments to validate their techniques. 

However, majority of the rankers perform well for classification. In 

all experiments, the SAM techniques showed better as compared to 

other techniques. The clear worst performer in all techniques was 

Fold Change Ratio (FCR). 

Recently, new feature selection techniques called; query expansion 

ranking (QER) was proposed [2]. It was based on query expansion 

term weighting methods from the field of information retrieval. The 

proposed method especially developed for reducing dimensionality 

of feature space in sentiment analysis (SA) problems. Moreover, it 

helps to find more relevant documents for a given query. Then, their 

method computes and selects features of having lowest scores 

which was used in classification process. They used four classifiers 

naïve Bayes multinomial (NBM), SMO, J48, LR and five feature 

selection methods QER, Chi square (CHI2), information gain (IG), 

document frequency difference (DFD), and optimal orthogonal 

centroid (OCFS) to evaluate their results. The limitation of method 

such as CHI2 method produces high scores for rare features. DFD 

method is requires an equal or nearly equal number of documents 

in both classes. The proposed QER method is both language and 

classifier independent and can select better features than other 

methods for SA. But, the limitation of QER is that it is only suitable 

for classifying two classes. For the sake of simplicity, proposed 

formula (3) to compute features score. In previous study [28], they 

observed that feature sizes up to 3000 tend to give good 

classification performance improvement; therefore they choose 

these feature sizes in our experiments. 

𝑆𝑐𝑜𝑟𝑒𝑓 =
𝑃𝑓+𝑞𝑓

|𝑝𝑓−𝑞𝑓|
                                                  (3) 

Where 𝑝 𝑓 ratio of positive documents containing feature 𝑓  and 

𝑞 𝑓   ratio of negative documents containing feature 𝑓 given as in (4, 

5) 

 

Pf  = 
𝐷𝑓+ 

𝑓
+ 0.5

𝑁++ 1.0
                                                          (4) 

 

qf  =  
DP−

f + 0.5

N−+ 0.5
                                                        (5) 

 

Where 𝐷𝑓+ 
𝑓
 and 𝐷𝑃−

𝑓 are the raw counts of documents that contain 

f in the positive and negative classes, respectively and 𝑁+  and 

𝑁− are the numbers of documents in the positive and negative 

classes, respectively. 

The limitation of methods such as CHI2 produces high scores for 

rare features. Since, rare features are not frequently used in text and 

thus do not have a big impact for text classification. One limitation 

of the DFD method is that it requires an equal or nearly equal 

number of documents in both classes. The contribution of QER is 

both language and classifier independent and can select better 

features than other methods for sentiment analysis. But, the 

limitation of QER is that it is only suitable for classifying two 

classes. Turkish and English product review datasets were used. 

They used Weka data mining tool for their experiments. However, 

they performed different experiments to validate their method. In 

all experiments, the NBM classifier performed better than other 

classifiers. And, the proposed QER method was the best 

performance as compared with other feature selection methods. 

In this study, Novel Feature Selection (NFS) algorithm was 

proposed in [3]. Additionally, the NFS algorithm extracts more 

relevant features that support for attaining maximum classification 

accuracy. Hence, the main objective of their work is minimum 

feature used to predict the possibility of heart disease at its early 

stages. Data mining techniques were used for prediction of dataset. 

Next; Receiver Operating Characteristics (ROC) was a graphical 

plot which illustrates the performance of a binary classifier system 

which was created by True Positive Rate (TPR) vs. False Positive 

Rate (FPR).  The larger the area under ROC curve, the higher the 

performance of the algorithm .The formula of FPR (6) and TPR (7) 

are:     

           

FPR=FP/ (FP+TN)                                               (6) 

 

TPR=TP/ (TP+FN)                                              (7) 
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They were collected data record from Cleveland heart disease 

database. NFS algorithm are applied in datasets with 13 feature and 

select 6 best feature. They performed different experiment to 

validate their technique. In all experiments, neural network predict 

93% of accuracy and SMO predict 89 % by using NFS. Hence, their 

study concluded that these approach leads to a superior feature 

selection process in term of sinking the number of variable required 

and an increased in classification accuracy for better prediction. 

 

Another NFS technique called; SIP-FS was proposed in [4]. The 

proposed method improved stability and interpretability without 

losing predictability. The two main contributions of their work, first 

generalized correlation rather than mutual information. Second, 

stability constraint was adopted in SIP-FS to select consistent 

results of ranking in the case of data variation. Therefore, SIP-FS 

algorithm selects a reasonable and compact feature subset for data 

representation efficiently.  Their approaches is to focused on the 

filter methods based on different evaluation measures, such as 

distance criterion, Separability criterion, correlation coefficient, 

consistency, and mutual information. Various stability evaluation 

indexes were only used to evaluate feature selection method rather 

than improve the stability of the method itself. Therefore, stability 

constraint is employed in theirs study to obtain robust selection 

results 

 

𝑓𝑜𝑝𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥(𝐷 − 𝑅 + 𝐾 × 𝑆)                       (8) 

 

Where S represents existing stability evaluation index. K is a 

parameter, which balances prediction factor (D−R) and stability 

factor S. Then, the stability evaluation index can be computed by 

in (9, 10) 

 

S (f, F) = 
1

𝑖 −  1
  ∑ 𝑆(𝐹𝑓, 𝐹𝑗)

𝑖=1
𝑗=1                               (9) 

 

S (𝐹𝑓, 𝐹𝑗) = 
|𝐹𝑓∩𝐹𝑗|

 |𝐹𝑓∪ 𝐹𝑗|
                                                (10) 

 

 Where 𝐹𝑓 is the union between the selected features, 𝐹𝑗  (j = 1, 2... 

i − 1) represents the selected feature subset, |𝐹𝑓 ∩ 𝐹𝑗| and |𝐹𝑓 ∪

𝐹𝑗| represent the intersection and union between feature sets 𝐹𝑓 and 

𝐹𝑗 respectively.  Predictability and stability were used in the feature 

selection criterion of Eq. (8) as well. Four feature selection 

methods, mRMR, ReliefF, En-mRMR, and En-Relief, and one 

proposed method SIP-FS are also used for performance 

comparisons on three publicly available datasets (MIML, NUS-

WIDE-LITE, and USGS21). They performed different experiments 

to validate their techniques. In all experiments, the SIP-FS 

performed better as compared to other method. 

Recently, a feature selection method for mass classification was 

suggested [5]. The new feature selection method called SRN. 

Several feature selection methods were investigated, including the 

F-score, the Relief, the SVM-RFE, the SVM-RFE (mRMR), and 

the proposed SRN. Major three contributions are as follows: 1) 

fuzzy c-means (FCM) with a spatial information constraint, which 

can reduce the labour cost in mass segmentation compared with 

previous work [30-31]; 2) a new feature selection method was 

proposed, which can balance the redundancy and relevance in 

feature selection, and can improve classification accuracy; 3) 

several feature selection methods are investigated for the mass 

classification problem. They used normalization technology to 

develop and modify the redundancy term with its value range to [0, 

1]. It select least important features were identified with the 

criterion in  (11) at each iteration is sequentially removed. 

 

𝛾𝑖 = 𝛽|𝜔𝑖| + (1 +  𝛽) [𝑅𝑠,𝑓𝑖 −  𝑄𝑠,𝑓𝑖] 

= 𝛽|𝜔𝑖|+(1 −   𝛽) [𝐼(𝑐, 𝑓𝑖) − 
1

|𝑠|
∑ 𝑁𝐼(𝑓𝑖 , 𝑓𝑠)𝑓𝑖∈𝑠

]          (11) 

 

 In addition to, two classification methods LDA with k-NN and 

SVM with radial basis function (RBF).  RBF kernel was defined as 

in (12) 

 

K (𝑋𝑖 , 𝑋𝑗) = exp (− 
‖𝑋𝑖−𝑋𝑗‖

2𝜎2
)                             (12) 

 

Where σ > 0 is a constant that defines the kernel width. 

The classification performance is measured by the true positive rate 

(TPR), the true negative rate (TNR), and the accuracy as in (15):           

TPR=  
𝑇𝑃

𝑇𝑃 +𝐹𝑁
                                                     (13) 

 

TPR=  
𝑇𝑁

𝑇𝑁 +𝐹𝑝
                                                   (14) 

 

ACCURACY = 
𝑇𝑃+𝑇𝑁 

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                             (15) 

 

Digital Database for Screening Mammography (DDSM) dataset 

which contains more than 2500 cases of mammograms. They used 

804 mammogram images in their experiment. They performed 

different experiment to validate their method. At the end, their 

study concluded that the proposed SRN method shows better 

performance than the other selection methods, with less selected 

features. The one drawback of proposed method is computation 

cost is more expensive than other methods. 

In another study [6], new feature selection methods called RCFS 

(ranking with clustering based feature selection) to improve 

performance of image classification. The previous [32] feature 

selection methods only used to select relevant features. But consist 

of redundant features had limitation of them. The new method deals 

with two feature selection metrics. The first metric covers 

relevancy and the other metric covers redundancy analysis using 

clustering such as k mean clustering. In RCFS, symmetric 

uncertainty(SU) is used to measure the correlation or dependency 

between the feature and target class as fellow in(16) 

 

𝑆𝑈(𝑋, 𝑌) =
2 × 𝐺𝑎𝑖𝑛(𝑋|𝑌)

𝐻(𝑋) + 𝐻(𝑌)
                       (16) 

 Where H(X) denote the entropy of a discrete random variable X. 
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The RCFS algorithm is based on two phases. In the first phase, the 

irrelevant features are removed by selecting the relevancy measure 

SU with a threshold value from a given image dataset D. Moreover, 

the selected relevant features are grouped as K number of clusters 

in second phase, and then the cluster-representative-features are 

selected from each cluster using the relevancy measure. Thus, the 

selected significant features are obtained by combining the cluster-

representative-features of each cluster. For evaluating performance 

of RCFS in term of accuracy and runtime, 3 classifiers were 

presented and 6 methods compared. Therefore, the new method 

took less average runtime and produced higher average accuracy. 

They performed different experiments to validate their method. In 

all experiments, the RCFS method performed better as compared 

to other method.  They also provide some future directions, for 

example their work can be extended with different mechanisms for 

redundancy analysis.  

P.Gholami et al. [7] discussed about Data Environment Analysis 

which is useful technique for determining the efficiency of 

decision-making units. Next one is Entropy method that is based on 

weighting criteria to select specific features.Additionally, they used 

WEKA tool for their experiment. Moreover, MATLAB software 

was also used to apply their model. Hence, their proposed model 

worked in following steps. First computed the entropy value of each 

attribute in different classes. Then separated the datasets according 

to their classes. Also calculated the entropy of each attribute. 

Second considered each attribute as a decision making units 

(DMUs). Third placed input of DMUs equal to 1. Fourth placed 

output of DMUs equal to entropy value getting from step 1. In fifth 

step computed efficiency of each attribute. Selected efficient 

attributes in step 6. Therefore, features selection algorithms applied 

on same datasets for selecting features in step 7. In last step, 

comparison of new method was performed with step 7.  Also, 

MCDM methods and data envelopment analysis method also 

introduced to calculate the efficiency of decision making unit. 

Hence, the unit matrix formula performed to normalize the decision 

matrix in (17)   

 

𝐸𝑗 = −𝑘∑[𝑝𝑖𝑗𝑙𝑛𝑖𝑗(𝑝𝑖𝑗)]

𝑚

𝑖=1

→ {
∀𝑗  = 1,2, … , 𝑛

𝑘 =
1

ln(𝑚)

}         (17) 

 

Three different datasets performed to validate their model. 

Moreover, the accuracy of proposed technique compared with 

different existing techniques. Therefore the accuracy of first and 

second datasets had greater than third one. In all experiments their 

proposed technique performed better.       

Another hybrid feature selection was explored in [8]. The GADP 

(genetic algorithm with dynamic parameter setting) used for 

generating number of subsets of genes. Then ranked the genes 

according to their occurrences frequencies. While 𝑥2 test also 

performed to determine threshold for selecting specific genes. 

Microarray data usually contain many genes and a small number of 

samples. Most of them are irrelevant or insignificant to a clinical 

diagnosis. Although many genetic algorithms (GA) had been 

introduced for the microarray data analysis such as a hybrid 

method, GA/KNN, to analyse the colon dataset. Next, GA used to 

generate a large number of subsets of genes. Then the k-nearest 

neighbour classifier performed to filter the subsets of genes 

according to classification accuracy. Furthermore the modified 

kernel Fisher discriminant analysis (KFDA) used to analyse the 

breast cancer dataset. Another hybrid method deals with the 

intelligent genetic algorithm (IGA) to generate a number of initial 

gene subsets and then involved SVM to select better gene subsets 

from the initial gene subsets. The previous [33-37] methods were 

only used to cover rank genes. On the other hand the new method 

aims to determine the number of selected genes. Six datasets were 

picked for comparison. Then it was found that GADP selected few 

genes with high prediction accuracy. On the bases of initial feature 

selection algorithm result, it was showed that GADP method had 

faster and better than SGA.  

In another study [9], two support vector data description. SVDD-

RFE (radius-recursive feature elimination) is used to minimize size 

of boundary observation through radius squared value. Furthermore 

SVDD-dual objective-RFE is used for obtaining compact 

description in dual space of SVDD. There are two key elements to 

the feature selection problem. A criterion function and a subset 

searching method with a given criterion function. The criterion 

function was used to measure the discriminating power of a feature 

subset. The subset searching method used to explore the feature 

subset space in order to identify the best subset of features that 

optimizes the given criterion functions. 

To find spherically shaped boundary with centre μ and radius R. A 

variable ξi was introduced to penalize outliers for the largest 

distance between xi and μ. The formula was given as follows in 

(18) 

 

min.
𝑅,𝜇,𝜁𝑖

𝑅2 + 𝐶∑ᶓ𝑖

𝑁

𝑖=1

                                            (18) 

 

                𝑠. 𝑡. ‖𝑥𝑖 − µ‖
2 ≤ 𝑅2 + ᶓ𝑖 ,ᶓ𝑖 ≥ 0, ∀𝑖 

 

    Simulated, DARPA and WDBC datasets were taken for 

comparison. In these datasets false alarm rate was compared with 

high detection rate. Therefore, the performance of simulated and 

DARPA was better and most effective to be found than WDBC 

with small number of features.  

 

    Recently, a new feature selection method was derived in [10]. 

The core idea of this method had to obtain a feature subset FS1 by 

using an optimal feature selection method. Then to filter the 

redundant features from FS1 to form the final feature subset. 

Furthermore the MI based feature selections also introduced that 

worked on MI theory. MI methods were used to calculate relevance 

of different words. Then measure the dependence information of a 

word 𝑡𝑖 and a category c. The formula is given as in (19) 

 

{
 
 

 
 𝑀𝐼(𝑡𝑖) =  ∑𝑀𝐼(𝑡𝑗 , 𝑐𝑘)

𝑐𝑘

,

𝑀𝐼(𝑡𝑗 , 𝑐𝑘) = 𝑝(𝑐𝑘 , 𝑡𝑘) log2 (
𝑝(𝑐𝑘 , 𝑡𝑘)

𝑝(𝑐𝑘)𝑝(𝑡𝑗)
) ,

      (19) 

 

Where p(𝑡𝑖) is the occurrence probability of word 𝑡𝑖 and p(𝑐𝑘 , 𝑡𝑖)is 

the probability that a document in category 𝑐𝑘 contains 𝑡𝑖.      

The aim of text classification is to assigns a predefined category to 

an unlabelled text document. It has become a very efficient method 

to manage the vast volumes of digital documents available on the 

Internet.  In recent years, many classifiers were performed to text 
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classification based on machine learning and statistical theory. 

Among these classifiers, decision trees, k-nearest neighbours 

(KNN), neural networks, NB and  SVM are the most successful and 

widely used methods.After comparison, the time complexity of 

proposed method had slightly higher than CMFSX but lower than 

MI methods. Next, the proposed method compared with results of 

datasets such as WE (WebKB), NE (20-Newsgroups) and RE 

(Routers). Therefore, the execution time and classification 

accuracy of proposed method had better than others.  

Miao et al. [11] proposed MD (maximizing the difference) to 

analyse customer reviews datasets. With the rapid development of 

e-commerce, online consumer review, as a new type of word-of-

mouth (WOM) information, played an increasingly important role 

in consumers purchase decisions. Most research papers used the 

quantitative measures of consumer reviews such as total number of 

reviews, number of positive and negative reviews, average review 

stars, etc. Next, defined MD through equation in which symbols, 

for term j, define 𝑝 𝑗𝑚= (𝑝𝑗𝑚 0…,𝑝𝑗𝑚𝑆 ) for m= 1 ,…, M, where 

𝑝𝑗𝑚𝑠(s = 0,…, S − 1) represented the probability of term j occurring 

s times in category m; and𝑝𝑗𝑚𝑠 the probability of term j occurring 

S or more times in category m. When M = 2, MDj =

(∑ |pj1s − pj2s|)
qS

s=0 )
1
q⁄
. It had the sum of probability differences 

for term j occurring s times in category 1 and 2. Usually q is taken 

equal to 1 or 2 to represent the absolute or square root difference. 

For M > 2, 𝑀𝐷𝑗 had the sum of the above difference over any pair 

of category 

 

𝑀𝐷𝑗 = ∑ (∑|𝑝𝑗𝑎𝑠 − 𝑝𝑗𝑏𝑠|)
𝑞

𝑆

𝑠=0

)

1
𝑞⁄

𝑎,𝑏{1,…,𝑀},𝑎<𝑏

(20) 

 

 The number of S was chosen according to real situation. In the 

mining task data was taken in document matrix where document 

represented by D (row) and term represented by T (column). The 

previous methods counted only whether T term appeared in 

document D or not. Hence this is limitation of them. The new 

method based on this idea that a term which has larger probability 

difference between categories Cm should have bigger ability to 

distinguish the document into different groups. The performance of 

proposed method was compared with boosting, RF and SVM 

method. Hence, the results show that proposed method is more 

effective. In addition to, it performed better on unbalanced data 

than balanced data with respect to simulation and empirical results. 

In all experiment, the proposed method was found good for mining 

text. 

Wang et al. [12] described new feature selection methods called 

extreme learning machine (ELM) and Fractional-order Darwinian 

particle swarm optimization (FODPSO).These method was applied 

for regression problems. The proposed method was two steps. In 

first, construct the fitness function by ELM. Secondly, seeking the 

optimal solutions of fitness functions by FODPSO. ELM method 

was simple yet effective single hidden layer neural network .It was 

suitable for feature selection due to its gratifying computational 

efficiency. FODPSO is an intelligent optimization algorithm which 

owns good global search ability.  Given ELM in (21), 𝜔 denoted 

the weight connecting the input layer and hidden layer. 𝛽 denoted 

the weight connecting the hidden layer and output layer. 𝑏 is the 

threshold of the hidden layer, and 𝐺 is the nonlinear piecewise 

continuous activation .𝐻 represents  the  hidden  layer  output  

matrix,𝑋  is  the  input  layer, and  𝑌  is  the  expected  output . 

 

min ‖𝑦 − 𝑦‖ = min‖𝑦 − 𝐻𝑦‖ 

H = G(𝜔𝑋 + 𝑏)                                                 (21) 

 

     In their work, all of the codes were implemented in MATLAB 

on a desktop computer with a Pentium eight-core CPU (4 GHz) and 

32 GB memory. Seven public datasets for regression problems 

were adopted. However, it described how many number of feature 

were found in each dataset. They performed different experiment 

to validate their techniques. In all experiments, it’s concluded that 

ELM was more efficient, ELM-FODPSO was better. 

Recently, a new feature selection method called Peculiar Genes 

Selection (PGS) was proposed [13]. The proposed method 

improved classification performances of imbalanced data sets. In 

the proposed method the feature selection is performed in three 

steps. In first, Identification of Differentially Expressed Genes 

according to the experimental conditions .Secondly filters out the 

features with low discriminative power. In third steps, Select good 

feature for each class. They presented a supervised approach using 

the SVM as classifier. As in given (22), where 𝑝𝑖 is the predicted 

probability of success for subject i, 𝛽° the intercept of the model, βj 

the fitted parameter and 𝑋𝑗𝑖  the expression of the j-th gene of 

subject i .PGS method calculates logistic regressions with the help 

of their regression and the probability.  

 

𝑙𝑜𝑔𝑖𝑡(𝑝𝑖) = 𝑙𝑛 (
𝑝𝑖

1−𝑝𝑖
) =  𝛽° + 𝛽𝑗𝑋𝑗𝑖                  (22) 

 

The proposed method was testing on two microarray datasets. They 

performed different experiment to validate their method. In all 

experiments, by using PGS method SVM was dominated classifier 

achieved 82% accuracy as compared to other.   To conclude their, 

comparison of different methods, performance of SVM was better 

than others. 

Liu et al. [14] proposed a new filter Sequence Forward Search 

(SFS) feature selection method combined with LW-index called 

(SFS-LW). LW-index is a statistical index for labelled feature 

subset. Then, it aims to measure the separation degree between two 

linear separable classes. In addition to, two classifier are used such 

as SVM and CBC (centroid based classifier).The main advantage 

of their method was inexpensive in terms of computation cost due 

to the linear time complexity of LW-index. It was effective in terms 

of accuracy due to its high searching and learning capacity by 

traversing the whole feature space. Thus, the mathematical formula 

of FD is defined as below in (23) 

 

𝐹𝐷𝑖|𝑗 = 𝐹𝐷𝑗|𝑖 = 𝑑(𝑣𝑖, 𝑣𝑗) − (𝑟𝑖 + 𝑟𝑗)              (23) 

Where  and 𝑣𝑗   are the centroid vectors of cluster 𝐶𝑖  and 

𝐶𝑗   respectively. Supposing 𝑋𝑛 represents the sample in 𝐶 ∗ , then 

the calculation of 𝑉∗ is as follows in (24) 

 

𝑉∗ =
1

|𝐶∗|
∑ 𝑋𝑛𝑋𝑛𝜖𝐶∗                                              (24) 

 

 Furthermore, 𝑟𝑖  and 𝑟𝑗are radii of cluster 𝐶𝑖  and 𝐶𝑗   , respectively. 

And 𝑟∗ is calculated by the average distance between the centroid 
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of cluster and the 𝐾∗ most far away instances from the centroid that 

belong to the cluster. Hence, the measure of 𝑟∗ is as below in (25)  

 

𝑟∗ =
1  

𝐾∗
∑ 𝑑(𝑋𝐾,𝑉∗)
𝐾
𝐾=1                                        (25) 

 

 Nine different datasets were drawn from their experiment. 

WAPPER, DISR, MIFS, ICAP, RELIEF and CMIM and the 

proposed SFS-LW were applied in datasets. They performed 

different experiment to validate their method. Now, the 

performance of WAPPER was better than as compared to other by 

using both classifier CBC and SVM.   However, by applying CBC 

classifier and they observed that, the performance of SFS-LW was 

better than as compared to other in Lung cancer dataset. Finally, it 

concluded that every method have pros and cons by applying in 

each dataset. At the end, WAPPER techniques were better and 

dominated techniques in all other techniques.  

In 2012, L. Zhen et al. [15] proposed a new feature selection 

method called BFS for ML internet traffic classification. BFS focus 

on two goals: 1) select a feature subset which has balance bias 

degree, 2) reduce feature to improve the classification accuracy.  In 

addition to, they used classification   performance metrics such as 

g-mean, mauc, accuracy and recall. In (23) H(X) is the   information 

of entropy    and   𝑁𝑥   is the discrete values   

  

RU(𝑋) =  
𝐻(𝑋)

𝐻𝑚𝑎𝑥(𝑋)
=

𝐻(𝑋)

𝑙𝑜𝑔2(𝑚𝑖𝑛{𝑁𝑥, 𝑚})
                (26) 

 

Where equation (24) IG(𝐴𝑖|𝐶)  is the   conditional IG H(𝐴𝑖)   and     

H(𝐶)  are   the   entropy   of H (𝐴𝑖)   and   H(C) 

 

SU(𝐴𝑖 , 𝐶) = 2 [
𝐼𝐺(𝐴𝑖|𝐶)

𝐻(𝐴𝑖)+𝐻(𝐶)
]                              (27) 

 

Ten skewed datasets were used for measuring the   effectiveness of 

their approach. The feature chosen was more than five datasets 

using BFS and FCBF. They used WEKA tool to implement NB and 

FCBF. They performed different experiment to validate their 

techniques. In all experiments, it concluded that the proposed BFS 

method was better than FCBF on ten skewed datasets.   

Classification   accuracy   of BFS   was 90%   using   Naïve Bayes. 

3. ISSUES AND CHALLENGES 
Recently, the popularity of big data presents some challenges 

for the traditional feature selection task. Meanwhile, some unique 

characteristics of big data also bring about new opportunities for 

the feature selection research. In the next few subsections, we will 

present these challenges of feature selection for big data analytics 

from the following six aspects. In particular, the challenges of 

structured features, linked data, multi-source data and multi-view 

data, streaming data and features are from the perspective of data; 

while the last two challenges of scalability and stability, are from 

the performance perspective. In feature selection techniques, there 

are still significant issues and challenges, which will be discussed 

here. 

3.1 Scalability 
In 1989, selecting features from a dataset with more than 20 

features was called large-scale feature selection [1]. However, 

nowadays the number of features in many areas, such as gene 

analysis, can easily reach thousands or even millions. These 

increases computational cost and requires advanced search 

mechanisms, but both of these aspects also have their own issues, 

so the problem cannot be solved by only increasing computational 

power. On the other hand, the scalability of feature selection 

algorithms is a big problem. Usually, they require a sufficient 

number of samples to obtain, statically, adequate results. It is very 

hard to observe feature relevance score without considering the 

density around each sample. Some methods try to overcome this 

issue by memorizing only samples that are important or a summary. 

Novel methods and algorithms will become a necessity. To solve 

large-scale feature selection problems, new approaches are needed, 

including new search algorithms and new evaluation measures. In 

conclusion, we believe that the scalability of classification and 

feature selection methods should be given more attention to keep 

pace with the growth and fast streaming of the data. 

3.2 Computational Cost 
Most feature selection methods suffer from the problem of being 

computationally expensive, since they often involve a large number 

of evaluations. Filter approaches are generally more efficient than 

wrapper approaches, but experiments have shown that this is not 

always true [40]. To reduce the computational cost, two main 

factors, an efficient Search technique and a fast evaluation measure, 

need to be considered [42]. Table 1 shows that each feature 

selection method comparison. Therefore, it is still a challenge to 

propose efficient and effective approaches to feature selection 

problems. 

3.3 Stability 
Algorithms of feature selection for classification are often 

evaluated through classification accuracy. However, the stability of 

algorithms is also an important consideration when developing 

feature selection methods. A motivated example is from 

bioinformatics, the domain experts would like to see the same or at 

least similar set of genes, i.e. features to be selected, each time they 

obtain new samples in the presence of a small amount of 

perturbation. Otherwise they will not trust the algorithm when they 

get different sets of features while the datasets are drawn for the 

same problem. Due to its importance, stability of feature selection 

has drawn attention of the feature selection community. It is defined 

as the sensitivity of the selection process to data perturbation in the 

training set. It is found that well-known feature selection methods 

can select features with very low stability after perturbation is 

introduced to the training samples. Developing algorithms of 

feature selection for classification with high classification accuracy 

and stability is still challenging. 

3.4 Representation 
Unfortunately, a known issue of wrapper methods is that the search 

space for d features is  2𝑑 , which is impractical when d is very 

large. A good representation scheme can help to reduce the search 

space size. It in turn helps to design new search mechanisms to 

improve the search ability. Another issue is that the current 

representations usually reflect only whether a feature is selected or 

not, but the feature interaction information is not shown. Feature 

interaction usually involves a group of features rather than a single 

feature. If the representation can reflect the selection or removal of 

groups of features, it may significantly improve the classification 
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performance. Therefore, a good representation scheme may help 

users better understand and interpret the obtained solutions. 

3.5 Linked Data 
Most existing algorithms of feature selection for classification work 

with generic datasets and always assume that data is independent 

and identically distributed. With the development of social media, 

linked data is available where instances contradict the independent 

and identically distributed assumption. Linked data has become 

ubiquitous in real world applications such as tweets in Twitter 

(tweets linked through hyperlinks), social networks in Facebook 

(people connected by friendships) and biological networks (protein 

interaction networks). Linked data is patently not independent and 

identically distributed (i.i.d.), which is among the most enduring 

and deeply, buried assumptions of traditional machine learning 

methods [43, 44]. Social media data is intrinsically linked via 

various types of relations such as user-post relations and user-user 

relations. Many linked data related learning tasks are proposed such 

as collective classification [45, 46], and relational clustering [47, 

48], but the task of feature selection for linked data is rarely 

touched. There are many Issues needing further investigation for 

linked data such as handling noise, incomplete and unlabelled 

linked social media data. 

3.6 Feature Construction 
Feature selection does not create new features, as it only selects 

original features. However, if the original features are not 

informative enough to achieve promising performance, feature 

selection may not work well, yet feature construction may work 

well [49], [50].One of the challenges for feature construction is to 

decide when feature construction is needed. A measure to estimate 

the properties of the data might be needed to make such a decision. 

Meanwhile, feature selection and feature construction can be used 

together to improve the classification performance and reduce the 

dimensionality. This can be achieved in three different ways: 1) 

performing feature selection before feature construction; 2) 

performing feature construction before feature selection; and 3) 

simultaneously performing both feature selection and construction 

[49]. 

   

4. CRITICAL ANALYSIS 
 In our experiment, we have chosen the following three feature 

selection algorithms such as Correlation feature selection (CFS), 

Fast correlation based feature (FCBF) and symmetrical uncertainty 

(SU). The Datasets were selected from Kaggle Website in given 

TABLE 1. We were selected Heart dataset which contain 14 feature 

and hepatitis dataset that contained 19 feature .We applied these 

three algorithms and evaluate results as shown in TABLE 2. 

ALGORITHM: 

 

Based on the methodology presented before, we have used the 

following algorithm, named FCBF (Fast Correlation- Based Filter). 

[56] 

 

Table 1. Data Used 

Dataset No of Feature 

Heart 14 

Hepatitis 19 

Wine 13 

 

Table 2. Number of Feature Selection 

Dataset/Algorithm CFS FCBF  SU 

Heart   10    11   11 

Hepatitis   14    16   13 

Wine   11    11   11 

 

5. CONCLUSIONS AND FUTURE WORK 
 

This paper provided a comprehensive survey of feature selection 

techniques, which covered all the commonly used feature selection 

algorithms and focused on the key factors, such as representation, 

search mechanisms, and the performance measures as well as the 

applications. Important issues and challenges were also discussed.    

This survey shows that a variety of feature selection algorithms 

have recently attracted much attention to address feature selection 

tasks. A popular approach in GADP, SIP-FS and FODPSO is to 

improve the representation to simultaneously select features and 

optimize the classifiers, e.g., SVMs, KNN and NB etc. Different 

algorithms have their own characteristics; GADP is used for 

generating number of subsets of genes, FODPSO is an intelligent 

optimization algorithm which owns good global search ability, SIP-

FS algorithm selects a reasonable and compact feature subset for 

data representation efficiently. To improve their effectiveness and 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research Volume 11, Issue 2, February-2020                                                                                  477 
ISSN 2229-5518  

IJSER © 2020 

http://www.ijser.org 

efficiency, it is necessary to design a cheap evaluation measure 

according to the specific Representation and the search mechanism 

of a particular feature selection technique. The proposal of novel 

approaches may involve methods or measures from different areas, 

which encourages research across multiple disciplines. In addition, 

combining feature selection with feature construction can 

potentially improve the classification performance, whereas 

combining feature selection with instance selection can potentially 

improve the efficiency.  
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